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Wednesday, June 5th

(Location: Institute for Mathematical Research)

9:00-11:00 Registration

Session A Session B 

10:00-10:30 Eduardo García-Mendiola 
(Universidad Panamericana) Some 
phenomenological considerations 
in computational modeling of 
analogy

Fiona McEvoy (YouTheData.com) 
AI-Driven Behavior Change and 
the Parameters of Ethical 
Permissibility

10:30-11:00 Alice Martin and Mathieu 
Magnaudet (ENAC) Engineering 
distributed systems: how efficient is
a computational model?

Karen Gonzalez-Fernandez 
(Universidad Panamericana) Logic 
and Heuristics in Cognitive 
Psychology and Computational 
Sciences: Friends or Enemies?

11:00-11:15 Coffee Break

11:15-12:15 Keynote Address: Alexandru Baltag

12:15-12:30 Coffee Break

Symposium: Distributed Computation

12:30-13:10 David Fernández-Duque (Universiteit Gent, Belgium) Stratified evidence logic

13:10-13:50 Armando Castañeda (Instituto de Matemáticas, UNAM, Mexico) Distributed 
Computing with Bounded Rational Agents

13:50-14:30 Fernando Velázquez-Quesada (Amsterdam University, The Netherlands) 
Reliability-based preference dynamics

14:30-15:30 Lunch Break: Instituto de Matemáticas

15:30-16:10 Aldo Iván Ramírez-Abarca (Utrecht University, The Netherlands) Topological 
Models of Group Knowledge

16:10-16:50 Sonja Smets (ILLC Amsterdam, The Netherlands) Logic and Computation of 
Social Behavior

16:50-17:10 Coffee Break

17:10-17:50 Ana Lucia Vargas-Sandoval (ILLC Amsterdam, The Netherlands) A Dynamic 
Logic for Learning Theory

17:50-18:30 Sergio Rajsbaum (Instituto de Matemáticas, UNAM, Mexico) Distributed 
computing, epistemic logic and topology

18:30-19:00 Closing Remarks: Alexandru Baltag

19:30-22:30 Reception: Centenario 107
Col. del Carmen, 04100 Coyoacán, Tel: +52 55 4752 6369
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Don Berkich
Fiona McEvoy, "AI-Driven Behavior Change and the Parameters of Ethical Permissibility"
YouTheData.com, fmcevoy@mail.sfsu.edu

This paper will review the literature on non-rational influence in an attempt to establish a set of features that would preserve autonomous human choice and the ethical permissibility of so-called “nudge techniques”. Having done so, it will go on to examine the ways in which three different artificially intelligent technologies use decision-guidance processes to effect behavior change. In each case, it will seek to determine whether these autonomy-preserving features are present, or if human choice is compromised in a way that renders the use of the technology for behavior change ethically impermissible.

Don Berkich
Eduardo García-Mendiola, "Some phenomenological considerations in computational modeling of analogy"
Universidad, garcia_mendiola@ucol.mx

Analogy is a process or series of processes that we use daily in basic thinking and learning tasks, and is manifested through memories, expectations and, in general, associations by similarities and differences. Using analogies is something as spontaneous and familiar as implicitly effective in our continuous and our everyday thinking processes. However, aiming to have a complete description of the way we humans construct and use analogies is not an easy task. The simulation of analogy process by computational programs, in general, hardly accounts for its complexity. In this work, a phenomenological approach to the computational modeling of analogy processing is carried out. The paper goes through the consideration of the structure of the analogy, based on the possibility of sustaining the genesis of its elements regarding Husserl's theory of association. Within the main phases which compose the whole analogy process this work considers the one which aims to retrieve adequate cases from a cases base through long-term memory, and the one of mapping objects / attributes and relations between base and target domains. Aiming at the distinction between symbolic and connectionist models in computing, it is considered the problem of representation as one of the main topics in modeling the analogy process. 

Don Berkich
Karen Gonzalez-Fernandez, "Logic and Heuristics in Cognitive Psychology and Computational Sciences: Friends or Enemies?"
Universidad, karengf@gmail.com

“Logic” and “heuristic” are terms with a long history. “Logic” derives from the Greek word logos which can be translated as reason, thought or word, while the term “heuristic” is a derivative of the Greek verb heurisko, which refers to finding, discovering or inventing. In general terms, in Philosophy of Science heuristics tends to be linked to processes of discovery, processes where there is a lack of information, and processes where is important the search for economy of resources and efficiency, although, heuristics processes can not guarantee infallibility and certainty. On the other hand, Logic tends to be linked to processes of justification, and logical processes can offer certainty and infallibility. “Logic” and “heuristic” are terms that appear in independent theories and developments, but there are some discussions in which both terms are related and provide solutions to common problems. One of these discussions is whether logic, heuristics, or both, can or should be considered as normative criteria in the theories of general reasoning. My approach to both terms in this paper shall be, mainly, from this last perspective.

Don Berkich
Alice Martin and Mathieu Magnaudet, "Engineering distributed systems: how efficient is a computational model?"
ENAC, alice.martin@ens.fr mathieu.magnaudet@enac.fr

For the time being the distributed systems topic in computer science has mainly been studied within the so-called "computational" paradigm. That is, many algorithms have been proposed in order to solve identified issues such as synchronisation, concurrent access or robustness to failure. In this paper we argue that the programming of distributed systems, and more generally the programming of interactive systems, raises some issues requiring conceptual resources that go beyond pure algorithmic ones. We will present three problems in distributed systems that we take to be particularly tricky to think of within the computational framework. We argue that those problems, which are all related to the representation of causation, are not easily solved within a mere computational mode. Finally, we outline a new coneptual framework based on a generalization of the concept of process. 

Don Berkich
Alexandru Baltag, ""You Will Never Know": the topology of surprise"
(ILLC Amsterdam)

I start by briefly reviewing the McKinsey-Tarski topological semantics for (multi-)modal logic, that generalizes the standard Kripke semantics for the systems S4^n and S5^n; explain the two epistemic interpretations of topological interior, as ``knowledge" or ``knowability" (by the corresponding agent), depending on whether the topology is taken to represent ``evidence in hand" (=the actual evidence currently available to the agent) or ``evidence out there" (=the potential evidence, that might be observed or learnt by the agent). I then move to the derivative modalities (interpreted using the Cantor-Bendixson derivative), explaining their epistemic meaning, as ``lack of knowledge" or ``unknowability" of the actual world by the agent (even when given some additional piece of information). I show their relevance for a wide range of well-known epistemic puzzles or paradoxes, from the Wise Men (or Muddy Children) to the Two Numbers' Puzzle to the Surprise Exam Paradox. I explain how the Cantor-Bendixson process of iterating derivatives models the informational dynamics underlying all these puzzles, and how the (non-)paradoxicality of different scenarios is related to the (non-)emptiness of the greatest fixed point of this process (=the largest perfect subset).

Don Berkich
Armando Castañeda, "Distributed Computing with Bounded Rational Agents"
(Instituto de Matemáticas, UNAM)

Models of multi-agent/distributed systems usually does not take into account local computations. Such models are not satisfactory in the sense that agents in real-world system have the ability to perform local computation with some restrictions. For example, human beings do not solve hard problems to cope with everyday coordination problems, or small devices part of the Internet of Things will not have enough power to perform complex local computations. In this talk, we will see an attempt to deal with this situation by including bounded rational agents in these systems. The agents are modeled with the help of classic notions of complexity theory.

Don Berkich
David Fernández Duque, "Stratified evidence logic"
(Joint work with Philippe Balbiani, Andreas Herzig and Emiliano Lorini)
(Universiteit Gent)

Evidence logics aim to model the formation of epistemic attitudes based on information about the state of the world gathered from e.g. empirical observation. Following neighborhood semantics for modal logic, each piece of evidence is represented as a set of possible worlds. Available evidence is then combined by the agent to produce new beliefs.

In this talk we introduce stratified evidence logic, where evidence is indexed by cardinal numbers indicating the amount of evidence required to reach a certain conclusion. We discuss the state of the art for these logics and argue that our framework is suitable for modelling bounded rationality in settings where the gathering of evidence requires time or other resources. Finally, we show how many notions from the evidence logic literature can be embedded into our framework.

Don Berkich
Sergio Rajsbaum, "Distributed computing, epistemic logic and topology"
(Instituto de Matemáticas, UNAM)

An elementary introductory lecture following the approach discovered  25 years ago, described in the book by Herlihy, Kozlov, Rajsbaum "Distributed Computing through Combinatorial Topology", Elsevier-Morgan Kaufmann.
Based on the notions of indistinguishability and perspectives, an illustration is provided of the use of simplicial complexes via simple examples, including the connection with epistemic logic. The message that distributed computability is different from Turing computability in sequential computing will be discussed.

Don Berkich
Aldo Ramirez Albaca, "Topological Models of Group Knowledge"
(Utrecht University)

The advantage of using Topology in formal models of knowledge comes from the spatial intuitions it endorses. In the possible-worlds framework, standard topological semantics for knowledge (and belief) are given in terms of the interior operator, and the interpretation is unavoidably connected with traditional Kripke semantics. A recent development in the field is the use of Topology to model evidence, and in turn evidence-based belief and knowledge. In contrast to the standard approach, the evidential one does not characterize knowledge in terms of interior. In both approaches, single-agent semantics are fairly consolidated. Here I present a logic that uses the second approach -evidential in nature- to model epistemic group notions, in particular distributed knowledge.

Don Berkich
Sonja Smets, "Logic and Computation of Social Behavior"
(ILLC Amsterdam)

Following the recent development in which logical methods can be applied to the formal analysis of social networks, I present work on the use of logic to study social influence and herd behavior in epistemic social networks. In such networks, we first consider agents who adopt a new fashion or behavior depending on whether a "sufficiently large enough group" of their neighbors already has adopted the behavior. We provide different types of models as well as a simple qualitative modal language to reason about the concept of a "strong enough" trigger of influence. Using fixed-point operators in our logic, important results from network theory about the characterization of informational cascades follow immediately and are a straightforward consequence of our logical axioms. Unfolding the influence dynamics in an epistemic social network allows us to characterize the epistemic conditions under which the dynamic diffusion process can speed up or slow down. The results presented in this talk are based on joint work with Alexandru Baltag at the University of Amsterdam and on the paper [1]. 

[1] Alexandru Baltag, Zoé Christoff, Rasmus K. Rendsvig, Sonja Smets, Dynamic Epistemic Logics of Diffusion and Prediction in Social Networks, Studia Logica,  June 2019, Volume 107 (3), pp 489–531.

Don Berkich
Fernando Velazquez Quesada, "Reliability-based preference dynamics"
(Amsterdam University)

This talk discusses an approach for modelling decision-making scenarios that uses a priority-based aggregation procedure, the lexicographic method. More precisely, it considers agents with a preference ordering over a set of objects and a reliability ordering over the agents themselves, providing a logical framework for describing the way in which the 'public and simultaneous' announcement of the individual preferences leads to agents changing their individual preference. We will present the definitions of this lexicographic upgrade for diverse types of reliability relations (in particular, the preorder and total preorder cases), providing a sound and complete axiom system for a language describing the effects of such upgrades, and discussing definitions for 'non-public' and 'non-simultaneous' variations.

Don Berkich
Ana Lucia Vargas, "A Dynamic Logic for Learning Theory"
(ILLC Amsterdam)

Learning consists of incorporating new information into one's prior information state. Dynamic Epistemic Logic studies such one-step changes from a logical perspective.  However, the general concept of learning encompasses also the long term horizon of these one-step revisions.  Learning should eventually lead to knowledge - an epistemic state of a particular value. Formal Learning Theory provides a flexible and open-ended approach to study such long-term processes of learning. In my talk, I will introduce a simple dynamic logic -  extending Subset Space Logics with dynamic observation modalities - for reasoning about the process of inductive learning from successful observations. The proposed formalism builds on some previous work that bridges Formal Learning Theory and Dynamic Epistemic Logic in a topological setting. I will also present a sound and complete axiomatization for this logic and use it to characterise various learnability notions. Time permitting, I will discuss the technical advantages of the simplicity of our logic in comparison to its close relative Subset Space Logic over intersection spaces.



Thursday, June 6th

(Location: Institute for Philosophical Research)

9:00-11:00 Registration

Session A Session B 

10:00-10:30 Björn Lundgren (Institute for 
Future Studies) Self-driving Cars: 
An Ethical Overview

Nancy Abigail Nuñez Hernández 
(University of Hamburg) Fixed-
parameter tractability of cognitive 
capacities and the usefulness of 
deductive reasoning

10:30-11:00 Steve T. McKinlay (Wellington 
Institute of Technology) 
Machiavellian Machines: Glitching 
AI

Oron Shagrir and Lotem Elber-
Dorozko (The Hebrew University 
of Jerusalem) Integrating 
computation into the mechanistic 
hierarchy in the cognitive and 
neural science

11:00-11:30 Ronald Arkin (Georgia Institute of 
Technology) Misdirection in Robot 
Teams: Methods and Ethical 
Considerations

Paul Schweizer (The University of 
Edinburgh) Types, Tokens and 
Turing Tests

11:30-11:45 Coffee Break

11:45-12:45 Covey Award Keynote Address: John Weckert

12:45-13:00 Coffee Break

13:00-13:30 Karl de Fine Licht and Jenny de 
Fine Licht (KTH The Royal 
Institute of Technology and The 
University of Gothenburg) Artificial
Intelligence, Transparency, and 
Public Decision-Making -Why we 
should opt for explaining AI 
assistants

Erlantz Etxeberria (University of 
Western Ontario) Mathematical 
Explanation and the Problem of 
Counterpossibles

13:30-14:00 Anders Herlitz (Institute for 
Futures Studies) Predictive 
Fairness

Christian J. Feldbacher-
Escamilla (Duesseldorf Center for 
Logic and Philosophy of Science 
(DCLPS), University of 
Duesseldorf) Meta-Abduction. 
Inference to the Best Prediction

14:00-14:30 Mauricio Eduardo Bieletto Bueno
(UNAM/University College 
London) The Epiphenomenal 
Puzzle and the Formal Conception 
of Computational Dynamics

Tomasz Wysocki (University of 
Pittsburgh) Causal judgments and 
model implementation

14:30-16:00 Lunch Break: Instituto de Investigaciones Filosóficas
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Don Berkich
Karl de Fine Licht and Jenny de Fine Licht, "Artificial Intelligence, Transparency, and Public Decision-Making -Why we should opt for explaining AI assistants"
KTH The Royal Institute of Technology and The University of Gothenburg, karlpe@chalmers.se jenny.definelicht@spa.gu.se

The increasing use of Artificial Intelligence (AI) for making decisions in public affairs has sparked a lively debate on the benefits and potential harms of self-learning technologies, ranging from the hopes of fully-informed and objectively-taken decisions to fear for the destruction of mankind. To prevent the negative outcomes and to achieve accountable systems, many have argued that we need to open up the “black box” of AI decision-making and make it more transparent. Whereas this debate has primarily focused on how transparency can secure high-quality, fair, and reliable decisions, far less attention has been devoted to the role of transparency when it comes to how those ultimately affected—i.e., the general public—come to perceive AI decision-making as legitimate and worthy of acceptance. Since relying on coercion is not only normatively problematic but also costly and highly inefficient, perceived legitimacy is fundamental to the democratic system. This paper discusses how transparency in and about AI decision-making can affect the public’s perception of the legitimacy of decisions and decision-makers. We argue that a limited form of transparency that focuses on providing justifications for decisions has the potential to provide sufficient ground for perceived legitimacy without producing the harms full transparency would bring.

Don Berkich
Ronald Arkin, "Misdirection in Robot Teams: Methods and Ethical Considerations"
Georgia Institute of Technology, arkin@cc.gatech.edu

Trust, dependability, cohesion, and capability are integral to an effective team.  These attributes are the same for teams of robots. When multiple teams with competing incentives are tasked, a strategy, if available, may be to weaken, influence or sway the attributes of other teams and limit their understanding of their full range of options.  Such strategies are widely found in nature and in sporting contests such as feints, misdirection, etc.  This talk focuses on one class of higher-level strategies for multi-robots, i.e., to intentionally misdirect using shills or confederates as needed, and the ethical considerations associated with deploying such teams.  As multi-robot systems become more autonomous, distributed, networked, numerous, and with more capability to make critical decisions, the prospect for intentional and unintentional misdirection must be anticipated.

Don Berkich
Björn Lundgren, "Self-driving Cars: An Ethical Overview"
Institute for Future Studies, bjorn.lundgren@iffs.se

The debate on self-driving cars have been limited in scope mainly to issues concerning the trolley problem, ethical crashing, and—to a lesser extent—issues of responsibility. The aim of this talk is to broaden the scope and present an overview of ethical and societal risks and opportunities with the implementation of self-driving cars. These issue concern range over the whole spectrum of social concerns, addressing issues relating to: safety, security, efficiency, privacy, the climate, the environment, health, economy, and political and social effects.

Don Berkich
Anders Herlitz "Predictive Fairness"
Institute for Futures Studies, andersherlitz@gmail.com

It has recently been proved that unless the algorithm used to predict the future provides perfect predictions or the probability for elements in each groups in a domain to have the relevant property is identical, a predictive algorithm will violate at least one of three fairness axioms. Either (i) the algorithm correctly identifies the relevant property (e.g. recidivism) more often in one subgroup (e.g. men) than another (e.g. women); (ii) the algorithm produces more positive false findings of the property for one subgroup; or (iii) the algorithm produces more negative false findings for one subgroup (Kleinberg et al 2017). Otherwise put, predictive algorithms are in many contexts inherently discriminatory and exhibit the characteristics of wrongful discrimination that is non-intentional but which results in different impacts on individuals based on what subgroup they belong to (Berndt Rasmussen 2018). This paper outlines and explores different responses to this problem. The paper presents three ethical principles that should be universally applied to promote algorithmic fairness: (1) Transparency: decision-makers who use predictive algorithms should be aware of the unintended differences in impact and also be transparent to the affected community about these unintended differences; (2) Dominance: an algorithm that is better with respect to one of the three dimensions of fairness and worse with respect to none is better overall; and (3) Priority to the worse off: an algorithm that is relatively better for members of a worse-off subgroup is preferable to an algorithm that is relatively better for members of a better-off subgroup.

Don Berkich
Oron Shagrir and Lotem Elber-Dorozko, "Integrating computation into the mechanistic hierarchy in the cognitive and neural science"
The Hebrew University of Jerusalem, oron.shagrir@gmail.com lotem.elber@gmail.com

It is generally accepted that, in the cognitive and neural sciences, there are both computational and mechanistic explanations. We ask how computational explanations can integrate into the mechanistic hierarchy. The problem stems from the fact that implementation and mechanistic relations have different forms. The implementation relation, from the states of an abstract computational system (e.g., an automaton) to the physical, implementing states is a homomorphism mapping relation. The mechanistic relation, however, is that of part/whole; the explanans in a mechanistic explanation are components of the explanandum phenomenon. Moreover, each component in one level of mechanism is constituted and explained by components of an underlying level of mechanism. Hence, it seems, computational variables and functions cannot be mechanistically explained by the medium-dependent states and properties that implement them. How then, do the computational and the implementational integrate to create the mechanistic hierarchy? After explicating the general problem, we further demonstrate it through a concrete example, of reinforcement learning, in the cognitive and neural sciences. We then examine two possible solutions. On one solution, the mechanistic hierarchy embeds at the same levels computational and implementational properties. This picture fits with the view that computational explanations are mechanistic sketches. On the other solution, there are two separate hierarchies, one computational and another implementational, which are related by the implementation relation. This picture fits with the view that computational explanations are functional and autonomous explanations. It is less clear how these solutions fit with the view that computational explanations are full-fledged mechanistic explanations. Finally, we argue that both pictures are consistent with the reinforcement learning example, but that scientific practice does not align with the view that computational models are merely mechanistic sketches.

Don Berkich
Paul Schweizer, "Types, Tokens and Turing Tests"
The University of Edinburgh, paul@inf.ed.ac.uk

The paper explores the issue of conceptualizing a test of the capacities of an Artificial General Intelligence (AGI) that would achieve true parity with the empirical evidence available regarding the capabilities of the human mind. I argue that the methodology introduced by the original Turing test is inadequate, and that a fundamental shift in perspective is needed. Standard Turing tests only scrutinize particular artifact tokens, and simply presuppose the essential sociolinguistic medium of external cognitive scaffolding that has been created by the human cognitive kind. But instead of focussing on these individual cases of custom designed imitation, a comprehensive test for fully autonomous AGI should evaluate the capacities of the general type of artificial cognitive architecture under investigation, just as the human cognitive type has been tested over many thousands of years of development, eventually leading to the intricate and highly advanced sociolinguistic context for intelligent behavior that is simply presupposed as a platform by the standard Turing test strategy.

Don Berkich
Mauricio Eduardo Bieletto Bueno, "The Epiphenomenal Puzzle and the Formal Conception of Computational Dynamics"
UNAM/University College London, maedbibu@gmail.com

Within the philosophy of mind, most specialists adopt the claim that computational processes are basically formal symbolic manipulations: the dynamics of these processes is sensitive exclusively to the formal or syntactic properties of the symbols manipulated, but not to what these symbols mean or represent. I will call this the Formal Conception of Computational Dynamics (FCCD). However, authors like Ned Block and Michael Rescorla suggest that there is a certain class of computational processes that are sensitive to the meaning of symbols. They claim that the conjunction of the FCCD with a computational approach to mentality – like the classical Computational Theory of Mind (CTM) – brings a puzzle concerning the causal role of mental representations, which I label here the Epiphenomenal Puzzle. Suppose that we understand the claim that computation is not sensitive to the meanings of the symbols manipulated as saying that computational processes are not causally affected by these meanings. Assume also that we adopt CTM’s proposal that mental states, by engaging in computational processes, generate other meaningful mental states and play a role in the production of behaviour. The consequence is that the semantic properties of these mental states – our beliefs and desires – are causally sterile: they could have had any other meaning (or no meaning at all), and the outcome of these mental processes would have been the same.

Don Berkich
Erlantz Etxeberria, "Mathematical Explanation and the Problem of Counterpossibles"
University of Western Ontario, erlantze@hotmail.com

Most explanations in science and everyday life adopt the form of a causal explanation, in which causes are responsible to explain their effects. A popular way to capture this explanatory relation is by means of counterfactual relations, that is, a relation that gives us information about how the explanandum would change if the explanans were different in some relevant way. Yet, not all explanations are of a causal nature; for example, certain natural facts of the world are explained by mathematical facts (Lange 2011). In order to make sense of these mathematical explanations, however, employing the same counterfactual approach is not straightforward. This is because counterfactual conditionals require an antecedent that is contrary to facts, and in the case of mathematical explanations, they require an antecedent that is contrary to mathematical facts. But if mathematical facts are necessary, then supposing that they are different is an impossible scenario. This is the problem of counterpossibles—counterfactuals with a mathematically impossible antecedent. Baron, Colyvan, and Ripley (2017) have proposed a way to evaluate these counterfactuals without the worry of dealing with contradictions that follow from the impossible scenario. In this talk I detail some of the worries of their suggestion, and I consider an alternative approach that consist in holding the mathematical relations fixed and tweak just the natural facts instead, thus removing the problem of counterspossibles.

Don Berkich
Christian J. Feldbacher-Escamilla, "Meta-Abduction. Inference to the Best Prediction"
Duesseldorf Center for Logic and Philosophy of Science (DCLPS), University of Duesseldorf, cj.feldbacher.escamilla@gmail.com

In this paper we provide an exact characterisation of abduction which aims at inferring hypotheses, explanations or theories on the basis of data; the two main relevant factors in doing so are likelihood of the data given the inferred hypotheses and simplicity or unificatory power of the hypotheses; we briefly discuss an argument for the epistemic value of simplicity and unificatory power and show how inferences based on them regarding explanations allow for optimality justification. Finally, we also outlined how abduction as an inference to the best prediction can be justified by employing the framework of meta-induction not only for the likelihood but also the simplicity factor.

Don Berkich
Nancy Abigail Nuñez Hernández, "Fixed-parameter tractability of cognitive capacities and the usefulness of deductive reasoning"
University of Hamburg, nancy.abigail1985@gmail.com

Many deductive reasoning problems are computationally intractable and according to the P- Cognition thesis (Frixione, 2001), human cognitive capacities are constrained by polynomial time computability. However, mathematicians and logicians ordinarily rely on deductive reasoning, which seems to be useful as a source of new knowledge. How can we make sense of that given the tractability constraints imposed by the P-Cognition thesis? I aim to address the previous question through the fixed-parameter tractability (FPT) cognition thesis proposed by Iris van Rooij (2008). The FPT-Cognition thesis states that our cognitive capacities are confined to those that can be realized using at most a fixed-parameter amount of time for one or more input parameters that are small in practice (van de Pol, van Rooij & Szymanik, 2018). If we consider the size of the input and also other parameters of the problem to be solved, we may realize that the intractability comes from a parameter which is in practice usually very small no matter the size of the whole input. Such kind of problem should be tractable for the human mind. I will argue that if we restrict our models of deductive reasoning problems to obtain fixed-parameter tractable models, we get more realistic models of our cognitive capacities. An example of such restriction would be restricting the mental representation language to some tractable subset of Boolean logic, like constraints on pairs of variables in conjunctive normal form (2-CNF) (Szymanik &Verbrugge, 2018).

Don Berkich
Tomasz Wysocki, "Causal judgments and model implementation"
University of Pittsburgh, tomwysocki@pitt.edu

To represent causal relations between events within the structural equations framework, causal models use variables, their values, and equations relating them. It works often but not always. There are, for instance, twin cases—one case of causation and one case of non-causation—that can be represented by a single causal model. If the model correctly classifies the first case as one of causation, it errs about the second one; if it’s right about the second one, it’s mistaken about the first.
That there are such twin cases means that the structural equations framework is wanting. The usual way to deal with them is to incorporate a normative dimension into the model: whether a causal relation holds depends also on whether the events involved in the modeled situation were normal or deviant. This approach doesn’t work, and my first aim is to I show why. The second aim is to sketch an alternative: it seems that the problematic twin cases can be distinguished by different implementations of the same structural equation, where the target causal claim depends on how the equation’s implementation calculates the output value. This solution has advantages over the standard ones. It accommodates cases that the previous one doesn’t. It promises to dispose of the normative dimension in a (seemingly?) descriptive endeavor of identifying causal relations. And it captures not only causal intuitions, but also the reasons for holding these intuitions.

Don Berkich
Steve T. McKinlay, "Machiavellian Machines: Glitching AI"
Wellington Institute of Technology, stevet.mckinlay@gmail.com

Emergent epistemic opacity in artificially intelligent deep learning algorithms poses a significant challenge in terms of transparency and hence the ability for AI designers to adequately explain the output of their systems. And there is plenty of demand from various quarters that AI systems must be fully understood before they can be implemented. Many arguments to date run the line that this is not entirely possible. In some senses it seems we must accept the opacity if we are to accept and use such systems. This approach falls considerably short of the kind of epistemic standards which we might apply to mathematical or scientific models thus reducing our justification of such systems to appeals to pragmatic principles. By their very nature deep learning and evolutionary algorithms determine their own fate based upon the success of their output. Much of this inner working is automatic and unsupervised. Recent developments has seen the emergence of generative adversarial network algorithms (GANs). While these kinds of algorithms have been primarily used to manipulate and generate images the general approach utilises an evolutionary, adversarial technique to evolve the ability of the algorithm to extremely advanced states.  I will argue in this paper that this raises very important philosophical and ethical issues regarding the possibilities of machine learning.



Thursday, June 6th

(Location: Institute for Philosophical Research)

16:00-16:30 Stefan Gruner (University of 
Pretoria) Inappropriate Notions of 
'Theory' and their Practical 
Consequences in the Discipline of 
Software 'Engineering'

Gustavo Magallanes-Guijón, 
Florian Hruby, León Felipe 
Álvarez Sánchez, Yenifer López 
Jaramillo and Rainer Ressl 
(School of Sciences, National 
Autonomous University of Mexico, 
National, Institute of Ocean 
Sciences and Limnology, National 
Autonomous University of Mexico)
Situated Cognition and 
Virtualization: Immersive Virtual 
Reality as an Artefact of the 
Extended Mind

16:30-17:00 Denis Chetwynd (Bogazici 
University) Computation, 
Causation, Mechanism. The 
Fragmented Landscape of Reality

Mauricio Algalan-Meneses 
(Posgrado en filosofía de la Ciencia
UNAM) The birth of Evil Genius

17:00-17:30 Coffee Break

17:30-18:00 Lourdes Del Carmen González 
Huesca and Favio Ezequiel 
Miranda Perea (Departamento de 
Matemáticas, Facultad de Ciencias, 
UNAM) On the Conciliation of 
Traditional and Computer-Assisted 
Proofs

David Abel and Mark Ho (Brown 
University and Princeton 
University) Boundedly Rational 
Concept Formation

18:00-18:30 Paul Thorn and Christian J. 
Feldbacher-Escamilla 
(Duesseldorf Center for Logic and 
Philosophy of Science (DCLPS), 
University of Duesseldorf) Meta-, 
Anti-, Induction

Yves Bouchard (Université de 
Sherbrooke) Inferential Knowledge 
and Knowledge Representation

20:00-22:00 Banquet Dinner: SAKS “San Ángel” Restaurante & Vinoteca
Plaza San Jacinto 9, Col. San Ángel, Tel: 5616-1601

Page 4 of 6

https://www.saks.com.mx/
https://goo.gl/maps/9xPy2BL5ip1SC8xK7
Don Berkich
Stefan Gruner, "Inappropriate Notions of 'Theory' and their Practical Consequences in the Discipline of Software 'Engineering'"
University of Pretoria, sgruner@cs.up.ac.za

In this paper I argue that the quest for a so-called 'general theory of software engineering' is, all-in-all, not feasible. In addition to supporting this negative assertion with meta-theoretical arguments from philosophy of science, I also argue positively that software 'engineering' may well become 'proper' engineering via the development and appropriate application of a multitude of domain-specific 'micro theories', by which successful engineering disciplines are typically characterised. Since different meta-theoretical opinions exist even about the question of what is a 'micro theory', I will also have to explicate which definition of the notion of 'micro theory' will be most appropriate in and for this particular domain of discourse.

Don Berkich
Denis Chetwynd "Computation, Causation, Mechanism. The Fragmented Landscape of Reality"
Bogazici University, denischetwynd@gmail.com

To cope with the almost impossible task of giving a holistic representation of reality, sciences and philosophy have fragmented the task strategically into distinct parts and thus try to solve the puzzle piece by piece at a time. But then, they must stitch them back together to see the big picture. To a vast repertory formed during the last two millennia for these purposes, two further tools (computation and mechanism) have been added recently, and they yet have to come together to contribute to the original agenda. Accordingly, the relationship between mathematics and physics in general, and the relationship of causation/determinism to both computation and mechanism, in particular, seem to hold the key to the solution of this grandiose undertaking.

Don Berkich
Yves Bouchard, "Inferential Knowledge and Knowledge Representation"
Université de Sherbrooke, yves.bouchard@usherbrooke.ca

What kind of knowledge does one get from an inference? Such a question might appear as awkward, since the answer seems so obvious: From an inference, one gets knowledge simpliciter. In artificial intelligence and in logic, for instance, the concept of knowledge is usually conceived as being univocal and as being closed under material implication. In other words, if one knows that p and one knows that p implies q, then one knows in the very same sense that q. But what if different types of knowledge (concepts of knowledge) are intermingled? I defend the idea that, when reasoning about knowledge, inferences are sensitive to the variety of knowledge types, and that in a knowledge representation where there are no distinctions between knowledge types, inferences may generate epistemic equivocity, in the sense that epistemic operators may become equivocal. In the first part of the talk, I will revisit the Muddy Children Problem. I will show that this problem puts also into light some sort of epistemic equivocity between concepts of knowledge, and consequently that the problem calls for some logical refinements with respect to knowledge representation. In the second part, I will address this issue from a model-theoretic point of view, and I will develop a fragment of epistemic logic capable of providing a solution to the problem of epistemic equivocity.

Don Berkich
David Abel and Mark Ho, "Boundedly Rational Concept Formation"
Brown University and Princeton University, david_abel@brown.edu mho@princeton.edu

The goal of this work is to illustrate the power of computational reinforcement learning for characterizing the nature of good reasoning under realistic assumptions. Specifically, we here propose three things. First, we show how Bounded Rationality can be appropriately formalized through reinforcement learning. Second, we argue that the process of concept formation is intimately connected to an agent’s capacity to be rational, subject to relevant resource constraints; good concepts are those that enable agents to make effective decisions subject to given bounds on resources like computing time or memory. Third, we present a partial path toward a theory of rational concept formation based on insights from reinforcement learning. According to this theory, boundedly rational agents form concepts that are both as simple and as explanatory as possible, thereby enabling agents to make quick but high quality decisions.

Don Berkich
Gustavo Magallanes-Guijón, Florian Hruby, León Felipe Álvarez Sánchez, Yenifer López Jaramillo and Rainer Ressl, "Situated Cognition and Virtualization: Immersive Virtual Reality as an Artefact of the Extended Mind"
School of Sciences, National Autonomous University of Mexico, National, Institute of Ocean Sciences and Limnology, National Autonomous University of Mexico, gustavo.magallanes.guijon@ciencias.unam.mx florian.hruby@univie.ac.at leon@cmarl.unam.mx yenifef_lojy@ciencias.unam.mx rainer.ressl@conabio.gob.mx

During the last years, virtual reality (VR) research has received increasing interest among philosophers. VR-systems not only provide laboratories to investigate and test philosophical questions in a (virtually) real setting, but also raise several new questions of philosophical interest. In this paper we explore possible points of contact between philosophy and virtual reality with regard to Clark & Chalmers’ text on "The Extended Mind", in order to better understand in how far virtually real artefacts can facilitate experience and knowledge of a natural environment without being there.

Don Berkich
Mauricio Algalan-Meneses, "The birth of Evil Genius"
Posgrado en filosofía de la Ciencia UNAM, algalan.meneses@gmail.com

Virtual reality has the goal to develop an audio, video and haptic system that can stimulate our senses, to produce a hyper-realistic experience in which we can no longer be able to distinguish between the original source and the audio and video material. These technologies can be used not only for fun and games, but even for espionage and military. The use of this technology can be seen as an instance of the Descartes’ Evil Genius. An Evil Genius, is a entity that can deceive us to believe there is an external world, this entity can deceive our senses and make us believe that we are in a chimney on the rural Netherlands. In his Meditations, Descartes evaluate the problem of the possibility that we are trapped in an Evil Genius illusion. The short answer of that problem is that every test or proof that we can use to determinate if there is any Evil Genius, can be altered by the Evil Genius. In this presentation I shall discuss the following topics: The definition of Evil Genius problem proposed by Descartes. The application of this definition to hyper-realistic virtual reality systems. The arguments of no scape scenario of the Evil Genius problem pointed by Engel. The application of these arguments to the hyper-realistic virtual reality system. The implications of the use of the hyper-realistic virtual reality system. And, finally, the impossibility of certainty even if we escape from the hyper-realistic virtual reality system and its consequences.

Don Berkich
Lourdes Del Carmen González Huesca and Favio Ezequiel Miranda Perea, "On the Conciliation of Traditional and Computer-Assisted Proofs"
Departamento de Matemáticas, Facultad de Ciencias, UNAM, luglzhuesca@ciencias.unam.mx favio@ciencias.unam.mx

A proof obtained by a formal verification process can be questioned as a true demonstration or as having the same purposes as a traditional formal proof. The verification process exhibits more or less the same phases and applications as a purely mathematical one. A correspondence between these proofs enables us to explore a proposal for what we call transitional proofs, a concept which outlines a conciliation between traditional and computer-assisted proofs that can be useful in philosophical discussions around formal verification.

Don Berkich
Paul Thorn and Christian J. Feldbacher-Escamilla,	"Meta-, Anti-, Induction"
Duesseldorf Center for Logic and Philosophy of Science (DCLPS), University of Duesseldorf, thorn@phil-fak.uni-duesseldorf.de cj.feldbacher.escamilla@gmail.com

We briefly discuss the classical problem of induction and the new riddle of anti-induction. Afterwards, we outline the main argument of Gärdenfors (1990) for resolving the new riddle, discuss the meta-inductive approach to the classical problem of induction, and strengthen Gärdenfors' argument against anti-induction by help of expanding optimality considerations of the theory of meta-induction.
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Don Berkich
Stefan Gruner and Matthias Bartelmann, "On Computer Simulations, with particular Regard to their Application in Contemporary Astrophysics: some Science-Philosophical Considerations"
University of Pretoria and Universität Heidelberg, Zentrum für Astronomie, Institut für Theoretische Astrophysik, sgruner@cs.up.ac.za bartelmann@uni-heidelberg.de

We consider and discuss computer simulations from a variety of perspectives, thereby paying particular attention to computer simulations in the fields of astrophysics and cosmology. We begin by reviewing earlier, related science-philosophical literature on this topic. We then point out a number of fundamental limitations which computer simulations are -as a matter of principle- not able to overcome, and conclude our considerations with the conjecture that computer simulations are technically amplified Gedankenexperiments.

Don Berkich
Robin Hill, "How Artificial is Data?"
University of Wyoming, hill@uwyo.edu

Data is what people record about things, and data is the input to computer programs that perform useful tasks. A definition of data as it is used by programmers, from a mid-size perspective, turns up various facets of interest--- its static propositional character, its recording on some external medium for later retrieval, and its later reference by some agent for some guidance. Analysis of the implications draws the concept of data away from any phenomenon that we see in nature. In particular, data is not veridical, but stipulative. Data is artificial and does not appear in Nature. We are left with questions about information, commonly seen as drawn from data, and about what the formulation of data concerning some object means, and about what the very concept of data reveals.

Don Berkich
Eduardo Mendieta and Alan Wagner, "The Aristotelian Robot"
The Pennsylvania State University, ezm5325@psu.edu, alan.r.wagner@psu.edu

When thinking about moral frameworks that may be programmed into a robot, three present themselves as possible frameworks: the Aristotelian (Virtue Ethics), the Kantian (Deontological), and the Millian/Benthamian (Utilitarian). The choice of these three frameworks as basic and essential alternatives is not arbitrary, as it can be shown that each corresponds to a fundamental element or component of what we will call the “arch of human ethical action.” Every human moral act involves an agent, a moral goal or end, and some sort of algorithm, or maxim, that guides that action towards its goal. Virtue ethics focuses on the agent. Deontology on the maxim that orients moral action; and Utilitarianism focuses on the ends or goals that agents want to achieve to maximize some utility or pleasure. In this presentation we will argue that when trying to either operationalize or implement a moral framework to guide the moral behavior of artificial moral agents (i.e. robots), Aristotelian ethics presents itself as the most optimal framework because of the ways in which it can be implemented as a learning moral framework that also offers concrete and actionable moral acts. Another virtue of the Aristotelian framework is that it takes into account moral psychology, in general, and the role of the moral emotion, in particular.

Don Berkich
Alan Wagner, Jason Borenstein and Ronald Arkin, "Kantian one day, Consequentialist the next: Moral emotions as mediators between ethical frameworks for robots"
Pennsylvannia State University and Georgia Institute of Technology, alan.r.wagner@psu.edu jason.borenstein@pubpolicy.gatech.edu arkin@cc.gatech.edu

The field of machine ethics attempts to design and develop the computational underpinnings necessary for a robot to make ethical decisions in real-world environments. One of the main issues faced by machine ethics researchers, and scholars in many other realms, is the apparent lack of agreement as to the existence and nature of a correct moral theory. This problem is central to machine ethics research because it appears difficult or impossible to create a morally competent robot if there is no agreed upon moral theory to inform one’s design. Philosophers have, over the centuries, developed numerous ethical frameworks which could be used to guide machine ethics research. Some philosophical theories of ethics (e.g., Utilitarianism) more easily lend themselves to software encoding and robot action selection than others. The mere ease with which a particular ethical theory can be programmed into a robot should not necessarily be the decisive factor in theory selection. Moreover, ethical frameworks can lead to conflicting recommendations, raising the issue of how to adjudicate between them. Obviously, this is a complex and nuanced subject matter but for simplicity sake, we will use an example to highlight this point. Kantians and Utilitarians continue to debate many aspects of ethical decision-making, including what the fundamental goal of ethics is. While Kantians focus on one’s ethical duties, including the obligation to respect rational agents, Utilitarians seek to generate good consequences for society. Since a lack of consensus persists regarding which particular ethical framework should be embraced, our research seeks to generate action recommendations for a robot grounded on the insights from several ethical frameworks. This added flexibility may allow the system to be more adaptive when confronting a situation that it has not faced in the past (and arguably more in line with how humans actually reason through an ethical decision). Moreover, the system may be able to use its experience including the ethical dilemmas it has faced, and the solutions it has applied, to individualize its ethical reasoning in a nuanced and unique manner. This paper will focus on the philosophical justification for the selection of which ethical frameworks are incorporated into this architecture. We intend to explore how and why different ethical theories might be integrated and arbitrated by moral emotions as well as what the expected robot behavior might be. We will also look at situations and robot roles that could demand a different mix of theoretical underpinnings. For example, postulating how Humanism, Collectivism, and Moral Relativism might be used to create an ethical healthcare robot. 

Don Berkich
Himavath Jois and Alan Wagner, "Castigation by Robot: Should Robots be Allowed to Punish Us?"
The Pennsylvania State University, hxj5142@psu.edu alan.r.wagner@psu.edu

Antoine de Saint-Exupéry, a pioneering French aviator, proclaims in The Little Prince that, “The machine does not isolate man from the great problems of nature but plunges him more deeply into them”. Autonomous robots are currently being developed to assist in teaching, provide aspects of healthcare, and work alongside soldiers in the battlefield. As these systems become more capable and ubiquitous, we must begin to decide what types of behavior will be out-of-bounds for artificially intelligent autonomous systems. For example, should an autonomous robot operating in the classroom have the ability to admonish a student that is not on task? Should an exoskeleton, a mechanical device one wears to support movement, monitor a wearer’s movements and chastise them if they are putting themselves at risk? Must an autonomous robot operating alongside soldiers on the battlefield report soldiers that abandon their duties? Our work focuses on the use of robotic exoskeletons. Since exoskeletons strap onto one’s body, interaction between the person and the robot is both intimate and physically driven.

Don Berkich
Angelica Fleury, "Creating Moral Ideals in AI through Buddhist Principles"
University of Minnesota, fleur032@umn.edu

In the discussion of moral agency in robots, one particular issue of curiosity is whether or not robots could have the potential to possess the capacity to make autonomous and moral decisions (Sharkey, 2017). Furthermore, if a robot does have this capacity, the question arises of how to create such moral machines (Sullins, 2006). While gauging the saliency of this concept is certainly a daunting task, it could be hypothesized by exploring various views in regards to what would affect morality from just a human standpoint. One view is that emotions and understanding play a profound role in moral decision making (Malle, 2016), or they are simply superfluous and can even be prohibitive (Arkin, 2009). One strategy to explore this further is to break down moral decision making into manageable pieces and then to program a robot to perform in these specific ways under a given context (Malle, 2016). Furthermore, another issue that is of concern is true understanding. If a robot is programmed to only follow instructions, it would mean that it does not truly understand its on actions since that what it was programmed to do (Miller, Wolf, Grodzinsky, 2016). I will propose a modification of Malle’s paper, “Integrating Robot Ethics and Machine Morality”, to create more idealistic moral criteria. It is a solid starting point, but one that is left unfinished. The goal is to not create metaphysical moral criteria surpassing human influence, but rather, to progress towards our moral ideals instead of our everyday morals.

Don Berkich
Leon Palafox, Enrique Siqueiros-Fernandez and Karen Gonzalez-Fernandez, "The case of gentrification and education in Mexico. Possibilities of Data Science."
Universidad, lpalafox@up.edu.mx jsiqueiros@up.edu.mx karengf@gmail.com

Data Science can offer new methodologies to understand complex social phenomena, by processing a large volume of data in a way that help us correlate different variables involved in these phenomena. In this text we will analyze an algorithm that links the problems of education, job opportunities and gentrification in Mexico City.

Don Berkich
Maria Del Rosario Martinez Ordaz, "Is there anything special about the type of defectiveness involved in Big Data?: Some reflections on ignorance and Astrophysics"
UNAM, martinezordazm@gmail.com

Here I address an important question from the philosophy of Big Data, namely: Is there anything (epistemically) special about the type of defectiveness involved in Big Data? In order to respond to such question, I focus on the particular case of Astrophysics as an exemplar of the use of defective information in the Big Data era (Manyika et al. 2011, Laney et al. 2001, Garofalo et al. 2016). I scrutinize the astrophysicists' use of defective information by appealing to the standard approaches to defectiveness via ignorance (Wimsatt 2007, Norton 2008, Rescher 2009, Arfini 2018). I argue that in the case of Big Data in Astrophyiscs, while ignorance plays an important role for the understanding of defectiveness, ‘ignorance of truth value’ is not robust enough for being explanatory of this type of defects. Later on, appealing to the holistic properties of scientific bodies of knowledge, I characterize a distinct type of ignorance, namely, ignorance of theoretical structure, and I explain the epistemic practice in the case of Big Data and Astrophysics by apealing to it. Finally, I claim that the fact that ‘ignorance of truth value’ cannot be explanatory of the nature of defectiveness of Big Data tells something epistemically special about the type of defectiveness involved in Big Data.
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Don Berkich
Rocco Gangle, "Implementing algorithmic and computational design in philosophical pedagogy"
Endicott College, rgangle@endicott.edu

This paper argues that using computational and algorithmic forms of representation can enhance the teaching and learning of philosophy and that these pedagogical advantages extend to broader ramifications for the field of philosophy as a whole. Several concrete implementations that supplement traditional textual methods with algorithmic and computational design are introduced, drawing from work sponsored through a Davis Foundation education grant focusing on digital liberal arts and critical thinking in the humanities. The paper concludes by suggesting how such formal modes of algorithmic and computational presentation may serve as material for higher-level and philosophically sophisticated reflection by exploiting deep connections between algebraic and logical relations on the one hand and compositional diagrams of various types on the other, in particular as mediated by the use of category theoretical tools such as symmetric monoidal categories and operads.

Don Berkich
Ricardo Vigueras, "Ethics and New Epistemology of Artificial Intelligence and Big Data"
Universidad Complutense de Madrid, ricardovigueras@yahoo.com.mx

The frontier of data exploitation, the new epistemological approach, and the ethic “(ethos of the information”), it’s the objective of this paper. The Fourth Revolution is beginning, the AI (Artificial Intelligence) and Big Data are the new trends of these revolution, the new epistemology rules of understand the data information, and build new knowledge that serve to sell products or services, it’s the Ethical dilemma of the study. We believe the data its part of a new biological life ecosystem, that interact with traditional statistical and mathematical approaches, and integrate the most innovative algorithms for provide Knowledge to big Technology Companies. The ethical dilemma of these Companies it’s the challenge of the coming years, there are not clear rules of How we lost our private lives? through the use of technology and social networks, and How this companies abuse for the use of our data? Ethics and Technology will be play in the same field and start a new generation of knowledge to bring us a better future.

Don Berkich
Steven Meyer, "Lighthill's Anti Formalist Falsification of AI in Philosophical Context"
Tachyon Design Automation, smeyer@tdl.com

The area of computation called artificial intelligence (AI) is falsified by defending a previous 1973 falsification of AI by British applied mathematician James Lighthill ("Artificial Intelligence: A General Survey," UK Science Research Council) in the context of Donald Gillies book on AI and logics ("Artificial Intelligence and Scientific Method," 1996). It is explained how Lighthill's arguments continue to apply to current data analytics AI. The Popperian rejection of inductive logic and rejection of Hilbert's program are discussed in the context of Gillies' criticism of Bacon's induction and Gillies' defense of Popper's theory guided conjecture and refutation.


